
 
 

 

 

  

Abstract—Markowitz mean-variance model is one of the best 
known models that has been heavily studied in modern world 
of finance. However, the model is considered to be too basic in 
practice, as it ignores many of the constraints that real-world 
investors have to face with. In this paper we focused on a 
complex constrained portfolio selection model with additional 
constraining factors including the transaction fee, the minimal 
transaction unit, the maximal transaction quantity of every 
assets and the minimum/maximum of the investment. When 
taken these complex constraints in to account, the process 
became a high-dimensional constrained optimization problem. 
In our study, based on the study of symbiosis phenomenon in 
natural ecosystem, a multiple-swarm approach (SMPSO) was 
proposed to solve the resulting model. A numerical 
experimental study of a portfolio selection problem was 
conducted to illustrate our proposed method. The simulation 
results demonstrated that our proposed method is more 
efficient than PSO based method in solving the complex 
constrained portfolio selection problem.  

I.  INTRODUCTION 
HE particle swarm optimization (PSO) is a heuristic 
technique proposed comparatively recently by Kennedy 

and Eberhart [1, 2]. It is inspired by natural phenomenon 
such as fish schooling, bird flocking and human social 
relations. Similar to genetic algorithms, PSO is also a 
population based algorithm, where each individual is 
regarded as a particle, and each particle is a potential 
solution to the problem. Unlike genetic algorithm (GA) in 
updating a population of particles with regard to their 
internal velocity and position, PSO is informed by the 
experiences of all the particles, which lends itself well to 
effectively tackling complex optimization problems. 
However, it does exhibit some disadvantages. It sometimes 
converges to undesired local of solution due to the 
decreasing of population diversity in the latter periodic of 
evolution. When approaching to the optimal solution, the 
algorithm stops optimizing, and thus the accuracy that the 
algorithm can achieve is limited. 

Recently, a number of modifications have been proposed 
to improve the rate and reliability of the original PSO model 
[3, 4, 5, 6]. In this paper, we presented a symbiotic 
multi-swarm particle swarm optimizer (SMPSO), which 
included a new variant and employed a multi-swarm 
cooperative evolutionary strategy where each sub-swarm 
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executed PSO (or its variants) independently to maintain the 
diversity of the particles. Meanwhile, each sub-swarm 
enhanced its particles based on its own knowledge as well as 
the knowledge of the particles in the other sub-swarms. In 
SMPSO, a center particle, whose position is updated with the 
average position of the global best particle found by each 
sub-swarms at every iteration, is used to monitor the 
information exchange between sub-swarms. By this way, the 
search information can be transferred among each 
sub-swarm. Consequently, the performance of the center 
particle could greatly influence the performance of the 
SMPSO algorithm. 

To demonstrate the performance of our proposed 
algorithm, we applied it to portfolio optimization (PO) and 
compared the performance with original PSO. PO is consists 
of the portfolio selection problem in which we wanted to find 
the optimum way of investing a particular amount of money 
in a given set of securities or assets [7]. This problem is 
NP-hard and non-linear with many local optima. A number 
of different algorithmic approaches have been proposed for 
solving this problem, including GA [8], simulated annealing 
[9], neural networks [7] and others [10, 11]. However, most 
of the PO models used in these pioneer works are considered 
to be too basic, as they ignore many of the constrains, such as 
cardinality or bounding constraints, which restrict the 
number of assets as well as the upper and the lower bounds 
of proportion of each asset in the portfolio. 

In this work, we used a modified PO model considering 
the transaction fee, the minimal transaction unit, the 
maximal transaction quantity of every assets and the 
minimum /maximum of the investment. The main 
motivation of this study was to employ symbiotic 
multi-swarm PSO for this modified PO model. The rest of 
the paper was organized as follows. Section 2 gave a review 
of PSO and a description of the proposed algorithm SMPSO. 
Section 3 described the portfolio optimization model and 
how our proposed SMPSO was applied to solve this 
problem. Section 4 presented the detailed experimental 
studies. Finally, conclusions were drawn in Section 5. 

II. PSO AND SMPSO 

A. Particle Swarm Optimization (PSO) 
The basic PSO is a population based optimization tool, 

where the system is initialized with a population of random 
solutions and the algorithm searches for optima by updating 
generations. In PSO, the potential solutions, called particles, 
fly in a D-dimension search space with a velocity which is 
dynamically adjusted according to its own experience and 
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that of its neighbors. 
The position of the ith particle is represented 

as ( , , ..., )1 2x x x xi iDi i= , where [ , ]x l uid d d∈ , [1, ]d D∈ , ,l ud d  are 

the lower and upper bounds for the dth dimension, 
respectively. The rate of velocity for particle i is represented 
as ( , , ..., )1 2v v v vi i i iD= , is clamped to a maximum velocity 
vector maxv , which is specified by the user. The best previous 
position of the ith particle is recorded and represented as 

( , , ..., ),1 2P P P Pi i i iD= which is also called .pbest  The index of the 
best particle among all the particles in the population is 
represented by the symbol g , and pg  is called .gbest  At 

each iteration step, the particles are manipulated according to 
the following equations: 

( ) ( )1 1 2 2v wv R c P x R c p xid id id id gd id= + − + − ，                       (1) 

.x x vid id id= +                                                                      (2) 
where w is inertia weight; 1c  and 2c  are acceleration 

constants; and ,1 2R R  are random vectors with components 
uniformly distributed in [0, 1]. For Eq. (1), the portion of the 
adjustment to the velocity influenced by the individual’s 
own pbest  position is considered as the cognition 
component, and the portion influenced by gbest  is the 
social component. After the velocity is updated, the new 
position of the ith particle in its dth dimension is 
recomputed. This process is repeated for each dimension of 
the ith particle and for all the particles in the swarm. 

B. Symbiotic multi-swarm particle swarm optimizer 
(SMPSO) 

The motivation for developing SMPSO derives from the 
phenomenon of symbiosis in natural ecosystems, where 
many species have developed cooperative interactions with 
other species to improve their survival. According to the 
different symbiotic interrelationships, symbiosis can be 
classified into three main categories: mutualism (both 
species benefit by the relationship), commensalism (one 
species benefits while the other species is not affected), and 
parasitism (one species benefits and the other is harmed) 
[12]. Among these relations, the commensalism model is 
suitable to be incorporated in the SMPSO. Inspired by this 
research, a symbiotic multi-swarm PSO is proposed in this 
paper.  

The population in SMPSO consists of several sub-swarms 
with the same properties, i.e. they are both identical 
sub-swarms. Each sub-swarm can supply many new 
promising particles to other sub-swarm as the evolution 
proceeds. Each sub-swarm updates the particle states based 
on the best position discovered so far by all the particles in 
the other sub-swarms and its own. The interactions between 
the other sub-swarms and its own influence the balance 
between exploration and exploitation and maintain a suitable 
diversity in the population even when it is approaching the 
global solution. Thus, the risk of converging to local 

sub-optima  is reduced. 
The search information can be transformed among 

sub-swarms by a center communication mechanism that uses 
a center particle whose position is obtained by averaging the 
sub-swarms to guide the flight of particles in all the 
sub-swarms. During the flight each particle of the sub-swarm 
adjusts its trajectory according to its own experience, the 
experience of its neighbors, and the experience of the 
particles in other sub-swarms, making use of the best 
previous position encountered by itself, its neighbors and the 
center particle position. In this way, the search information 
can be transferred between sub-swarms to accelerate the 
convergence rate. 

From other aspects, we now describe the SMPSO 
algorithm for evolving symbiotic co-adapted species. In 
SMPSO, we use a population of N P×  individuals, or in 
symbiosis terminology, an ecosystem of N P×  organisms. 
The whole population is divided into N colonies to modeling 
symbiosis in the context of the evolving ecosystems (for 
convenience, each species has the same population size P). 
As in nature, the colonies are separated breeding populations 
and evolve parallel, while interact with one another within 
each generation and have a symbiotic relationship. 

To realize this mechanism, we proposed a modification to 
the original PSO velocity update equation. In each 
generation, particle i in species n will evolve according to the 
following equations: 

( 1) ( ) ( ( ))1 1

( ( )) ( ( ))2 2 3 3

n n n n
v t wv t R c p x ti i i i

n n n n
R c p x t R c p x tg i c i

+ = + − +

− + −
                                      (3) 

where n
pi

 and n
Pg are the best previous solution achieved so 

far by particle i and the species n, respectively. 3R  is a 

random value between 0 and 1. 3c  is acceleration constant; 
nPc represents the center position of the global best particle 

in all the sub-swarms. After N sub-swarms update their 
positions and best performed particle is found, a center 
particle is updated according to the following formula: 

1( 1) ( )
1

Nn nP t p tc gN i
∑+ =
=

, 

1, 2,n N= ,                                                                       
1, 2,i P= .                                                                  (4) 

 
Unlike other particles, the center particle has no velocity, 

but it is involved in all operations the same as the ordinary 
particle, such as fitness evaluation, competition for the best 
particle, except for the velocity calculation.  

III. SMPSO BASED PORTFOLIO OPTIMIZATION 

A. Portfolio Optimization Problem 
The portfolio optimization problem is one of the most 

important issues in asset management, which deals with how 



 
 

 

 

to form a satisfying portfolio. The original portfolio 
optimization model is usually called mean–variance model 
[13], firstly proposed by Markowitz. This model is often 
used to solve portfolio selection problem under a certain 
number of simplifying assumptions. Many other studies 
have been devoted to consider several key aspects of 
portfolio optimization when solving the real problem. In this 
paper, based on the original mean-variance model, we 
present an improved mean–variance model considering the 
transaction fee and other constraint conditions such as the 
minimal transaction unit, the maximal transaction quantity 
of every assets, the minimum and maximum of the 
investment. It assumes that an investor’s wealth is allocated 
among n assets. Some notations are introduced as follows:  
ri : The yield of the i  asset， 1 , ,i n= … … ; 

R ( , )1R R n= … … : ( )R E ri i= denoting the 
expected yield; 

c o v ( , )r ri j i jσ = :  the covariance of ir and jr ; 

0x : the minimal transaction unit ; 

1( , )nH h h= … … : the maximal transaction quantity 

of the i asset; 

1X ( , )x x n= … … : xi is the quantity of the i asset 
that investor want to buy; 

p i : The current price of every share; 

c ( , )1c c n= … … : 0c x pi i=  is the price of the 
minimal transaction unit; 

( , )1 nξ ξ ξ= … … : iξ is the proportion of the money 

used in the i asset; 
0 0 0

( , )
1 n

ξ ξ ξ= … …  is the 

proportion at the beginning of the period ;  

( , )1k k k n= … … : k i is the transaction fee of the 

i asset; 

0c : 0
(1 )0 1 1

n n
c c x ki i i i ii i

ξ ξ∑ ∑= + −
= =

is the total investment of 

the investor (including the transaction fee); 

minc : The minimum of the investment (in order to make the 
most of the wealth); 

maxc : The maximum of the investment; 

λ : The risk factor, wihch distribute in [0, 1]. Larger 
λ represents the one who love the risk more. 

 

 
 
Based on these defined variables, the function ( )f x and 

( )g x  denotes the revenue and risk in the portfolio 
optimization problem can be obtained as following: 

 
0( )

1 1

n n
f x R ki i i i ii i

ξ ξ ξ∑ ∑− −
= =

= ,              (5) 

( )
1 1

n n
g x x xi j i ji i

σ= ∑ ∑
= =

.                  (6) 

Our improved portfolio optimization model can be 
formulated as: 
min ( ) min{ ( )- 1- ( )}

;max0min 1
0 0, 0,1, 2, .....,n.

F x g x f x

n
c c c x ci ii

x h ii i

λ λ=

∑≤ = ≤
=

< < ≥ =

⎧⎪
⎨
⎪⎩

（ ）

                                   (7) 

where 0 xi<  means that the short sale is not permitted. 

B. SMPSO for portfolio optimization 
There is an n demension search space denoting n kinds 

of sassets in the PSO algorithm, and the position of the 
particle X ( , )1x x n= … …  presents the quantity of 
every assesst. The position of the particle with the minimum 
fitness value is the best selection of portfolio optimization. 
The pseudo-code for our proposed method is shown in Table 
1.    

TABLE  1 
PSEUDO-CODE OF  SMPSO FOR PORTFOLIO OPTIMIZATION  

Begin  
Create an initial population;  

Loop  
While 0<= x i <= h i ; 
Evaluate the fitness of each particle based on 
calculating the ( , )1 nξ ξ ξ= … … : 

0/x ci iξ = ; 
( )R m  is a penalty item in the fitness function to 

ensure the total cost is between the minimum and 
maximum of the investment： 
If ( ) maxF x c> ( ) 1R m = ; 

Else if ( ) minF x c<   ( ) 1R m = ; 

Else ( ) 0R m = ; 
End if  

( ) ( ) ( ) *F x F x R m M= + , and M is a very large   
 number. 
Update the population after finding the Pbest and 
the Gbest based on the fitness value according to 
the Eq.(3) and Eq.(4); 
Repeating the computations until the maximum    
iterations; 
End loop 

End



 
 

 

 

IV. ILLUSTRATIVE EXAMPLES 

A.  Parameters Setting 
In order to test the effectiveness of SMPSO for portfolio 
optimization, we chose five assets from different industry 
and different places as the sample. Two of them from 
Shanghai A share are Nanjing Zhong Da (600074) and 
Zhujiang Industry（600684）, three assets are from Shenzhen 
A share are Beijing Chemical Industry (0728), Tianshui 
Stock (0965) and Huandao Industry (0691). The basic data 
about the assets were from July 17th, 2000 to Aug 18th, 2008 
and we got the interrelated index value needed in the 
experiment based on them. Parts of the parameters setting of 
our proposed PO model are showed in Table 2. The others 
are listed below the table, where different kinds of investors 
are considered. There are different risk factors λ identify the 
different kinds inverstors. The parameters used in PSO and 
SMPSO are listed in Table 3. A total of 20 runs for each 
experimental settings are performed. 
 

 
 

0 . 1 0 . 3 0 .5 0 .7 0 .9λ ∈（ ， ， ， ， ）  
R ( , , , , ) (0.01675,0.00859,0.05146,0.04227,0.09462)51 2 3 4R R R R R= =

c ( , , , , ) ( 3 7 8 ,3 7 2 ,3 2 7 ,2 8 2 ,2 1 0 )
1 2 3 4 5

c c c c c= =

[  0 .0 1 0 0 2 ,  0 .0 0 3 1 9 ,  0 .0 1 0 9 3 ,  0 .0 0 0 2 5 ,  0 .0 1 7 8 6 ;

          0 .0 0 3 1 9 ,  0 .0 0 9 3 4 ,   -0 .0 0 0 5 7 ,  -0 .0 1 6 1 2 ,  -0 .0 1 7 7 9 ;

          0 .0 1 0 9 3 ,  -0 .0 0 0 5 7 ,  0 .0 2 3 9 2 ,  0 .0 1 7 9 3 ,  0 .0 4 6 7 7 ;

          0 .0 0 0 2 5 ,  -0 .0 1 6 1 2 ,  0 .0 1 7 9 3 ,  0

σ =

. 0 5 1 3 9 ,  0 .0 7 2 5 0 ;

          0 .0 1 7 8 6 ,  -0 .0 1 7 7 9 ,  0 .0 4 6 7 7 ,  0 .0 7 2 5 0 ,  0 .1 5 9 6 5 ;  ]

 

 
 

 
 
 
 

B.   Experimental Results and Analysis 
Numerical results with different λ  obtained by the 

standard PSO and the SMPSO are showed in the Tables 4-6. 
The final portfolio selection results are listed in Tables 7-9. 
Figures 1-5 present the mean relative performance using 
different λ generated by PSO and SMPSO. 

The maximum value, the minimum value, the standard 
deviation and the mean value are summarized in Tables 4-6, 
where iξ  represent the different proportion of each asset. It 
is shown that SMPSO has smaller standard deviation and 
mean value, which demonstrated that it outperforms PSO in 
terms of result robustness and solution quality. Based on the 
analysis of the fitness function, it is suggested that the fitness 
value should increase along with λ . As shown in Tables 4-6, 
with the increase of λ , SMPSO produces steady increase 
results, while PSO performs un-conspicuously, e.g. when 

=0.1λ , the mean value is 0.5634;  However, when =0.3λ , the 
mean value is 0.3764. 

In Tables 7-9, xi  repents the amount of every asset, and 

c denotes the utilization of the capital, the income percent 
and risk percent are also included. For almost of all the 
different risk preferences, the SMPSO produces the lager c , 
which leads to the best of the investor’s capital. As we know, 
the income and the risk have the same change rule, and in 
Tables 7-9, all the risk percent increases along with the 
income percent respectively, it can be testified that the 
results from the two ways are reasonable. At the same time, 
in most situations the income percents obtained by PSO are 
larger, and the risk percents are larger, too. However, 
although the income percent got by SMPSO is lower, when 
considering the larger c , the result produced by SMPSO 
can provide more benefit to the investors with lower risk 
percents. 

From Figures 1-5, it is found that SMPSO has quicker 
convergence rate in different situations compared with PSO. 
Furthermore, its convergence process is much steadier than 
that of PSO. 

All the results presented in the tables and figures 
suggested that the SMPSO can be a more effective way for 
the investors to solve the portfolio optimizations problems. 

TABLE  3 
PARAMETERS SETTING OF THE PORTFOLIO MODEL 

Type PSO SMPSO

Inertia weight  0.9 to 0.4 0.9 to 0.6 
1c  2.0 1.367

2c  2.0 2.367

3c  — 1.367
Swarm size 80 20 (each

sub-swarm)
Max iteration 50 50 

TABLE  2 
PARAMETERS SETTING OF THE PORTFOLIO MODEL 

Parameter Value Parameter Value 
n  5 minc  2 000 000 RMB 

0x
 

100 maxc  2 005 000 RMB 

ih  3000 k i  
0.075% 

0
iξ

 
0   



 
 

 

 

  

TABLE  4 
NUMERICAL RESULTS WITH DIFFERENT λ  

 0.1λ =  0.3λ =  

 PSO SMPSO PSO SMPSO 
Max  9.9632 -0.0376 9.9739 -0.0227 

Min -0.0477 -0.0462 -0.0285 -0.0277 

Mean  0.5634 -0.0412 0.3764 -0.0256 

Stdev 2.3970 0.0020 1.9789 0.0011 

1ξ  0.0494     0.0991     0.0488     0.0751     

2ξ  0.0409     0.0503     0.0670     0.0875     

3ξ  0.3377     0.3467     0.4877     0.4464     

4ξ  0.2628     0.2094     0.1081     0.1252     

5ξ  0.3092 0.2945 0.2885 0.2659 

TABLE  5 
NUMERICAL RESULTS WITH DIFFERENT λ  

 0.5λ =  0.7λ =  

 PSO SMPSO PSO SMPSO 
Max  -0.0071 -0.0115 9.9973 -0.0025 

Min -0.0132 -0.0130 -0.0044 -0.0041 

Mean  -0.0108 -0.0123 0.7992 -0.0034 

Stdev 0.0010 3.5809e 
-004 

2.7396 4.2876e 
-004 

1ξ  0.0091     0.0087     0.0113     0.0564     

2ξ  0.3360     0.3957     0.5446     0.4921     

3ξ  0.4659     0.3995     0.1571     0.3066     

4ξ  0.0301     0.0653     0.2572     0.1194     

5ξ  0.1589 0.1307 0.0297 0.0256 

TABLE  6 
NUMERICAL RESULTS WITH DIFFERENT λ  

 0.9λ =  

 PSO SMPSO 
Max  10.0024 10.0005 

Min 0.0017 -0.0011 

Mean  0.2074 1.0027 

Stdev 1.4135 3.0296 

1ξ  0.1921     0.1104     

2ξ  0.4822     0.5066     

3ξ  0.1217     0.1058     

4ξ  0.1771     0.2286     

5ξ  0.0269 0.0485 

TABLE  7 
PORTFOLIO SELECTION RESULTS WITH DIFFERENT λ  

 0.1λ = 0.3λ =  

 PSO SMPSO PSO SMPSO 

1x  261          524          258          398          

2x  220         270         360         471         

3x  2064        2119        2981         2734         

4x  1863        1484        766         889         

5x  2943 2803 2746 2536 
c 2.0003e 

+006 
2.0000e 
+006 

2.0004e 
+006    

2.0044e 
+006 

Income 
percent 

0.0582 0.0559 0.0576 0.0547 

Risk 
percent 

0.0464 0.0411 0.0393 0.0352 

TABLE  8 
PORTFOLIO SELECTION RESULTS WITH DIFFERENT λ  

 0.5λ =  0.7λ =  

 PSO SMPSO PSO SMPSO 

1x  48         46         60         298         

2x  1809        2126        2926        2644         

3x  2854         2442        960        1874         

4x  214         463         1823        846          

5x  1516 1244 283 244 
c 2.0046e 

+006 
2.0001e 
+006 

2.0001e 
+006 

2.0003e 
+006 

Income 
percent 

0.0426 0.0385 0.0259 0.0277 

Risk 
percent 

0.0162 0.0126 0.0048 0.0060 

TABLE  9 
PORTFOLIO SELECTION RESULTS WITH DIFFERENT λ  

 0.9λ =  

 PSO SMPSO 

1x  48         46         

2x  1809         2126         

3x  2854          2442          

4x  214         463         

5x  1516 1244 
c 2.0046e 

+006 
2.0001e 
+006 

Income 
percent 

0.0426 0.0385 

Risk 
percent 

0.0162 0.0126 



 
 

 

 

 

V. CONCLUSIONS 
In this paper, we proposed a new variant of original PSO 

that is inspired by the phenomenon of symbiosis in natural 
ecosystems. This modified symbiotic multi-swarm PSO 
(SMPSO) is based on a multiple swarm scheme, in which the 
whole population is divided into several sub-swarms. The 
particles in each sub-swarm are enhanced by the experience 
of its own and the other sub-swarms. By introducing the 
center communication mechanism, the search information 
can be transferred among sub-swarms, that helps to 
accelerate the convergence rate and avoid the particles be 
trapped into local minima.  

 In order to test our proposed algorithm, we established an 
improved Markowitz model considering four real-world 
constraints. The preliminary experimental results suggested 
that SMPSO have superior features, both in high quality of 
the solution and robustness of the results. Our proposed 
portfolio model and SMPSO are applicable and reliable in 
real markets with large number of stocks. 
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